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Abstract :

Inthispaper two typesof dudsareconsidered for aclassof variationa problemsinvolving 3 order derivatives.
Thedudity resultsare derived without any use of optimality conditions. One set of resultsisbased on Mond weir
typedua that hasthe same objectivefunctional asthe primal problem but different constraints. The second set of
resultsisbased onadud of anauxiliary prima with sngleobjectivefunction. Under variousconvexity and generdized
convexity assumptions, dudity relationships between prima and itsvarious duals are established. Problemswith
natural boundary valuesare considered and the anal ogs of our resultsin nonlinear programming areaso indicated.

Our resultsare generalizations of those presented by I. Husain, B.Ahmad and Z.Jabeen.
Keywords: Variational Problems, Multiobjective dudity, Concavity, Generalized convexity.
1. INTRODUCTION

Calculusof variationsoffersapowerful techniquefor the solution of variousimportant problemsappearingin
dynamicsof rigid bodies, optimization of orbits, theory of vibrationsand many areas of scienceand engineering. The
subject of calculusof variation primarily concernswith finding optimal vaueof adefiniteintegra involving acertain
function subject to fixed point boundary conditions. Mond and Hanson [ 1] werethefirst to present the problem of
caculusof variation asamathematical programming problemininfinitedimens onal space. Sincethat timemany
researches contributed to thissubject extensively.

Inthis paper, we consider avector valued function for the primal problem and itsminimality in the Pareto
sense. Both equality and inequdity constraintsare considered in theformulations. In establishing duality resultswe
consider two typesof dua problemsto the primal problem. Thefirst one has vector valued objectivewhereasthe
second set of resultsbased on theduality rel ations between an auxiliary problemsand its associated dua as defined
inMond and Hanson [ 1]. Duality theorems, unlikein caseof classicd mathematical programming, arenot based on
optimdity criteriabut on certain typesof convexity and generalized convexity requirements. Finaly multiobjective
variaiona problemswith natural boundary valuesrather than fixed end pointsare mentioned and the ana ogs of our
resultsin nonlinear programming are pointed ouit.

Wefurther generalized thework of |. Husain, B.Ahmad and Z.Jaben [9] takinginto account of 3" ordered
instead of 2™ ordered derivatives.

2. PRE-REQUISITES

Inthefollowing variaiona Problem (V P), by minimally wemean Pareto minimally. Now consider thefollowing
multiobjectivevariationa probleminvolving 3“order derivatives.
(VP)Minimize: [J.fl(t,x,x',x” X ”)dt,...pr(t,x,x’,x" X! ”)dt,j
1 1
subjectto

x(@)=x(b)=0 @)
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x'(@=x'(b)=0 @)
o, x,x', X", x")<0,tel 3
h(t, x, x’, x",x")=0,t el 4

where(i)forl =[a, b c R, f: I xR"xR"x R"x R"— R,
g:1x RRxR"xR"xR"— R™ andh: | x R"x R"x R"x R"— R¥, arecontinuoudy differentiablefunctions, and
(i) X denotesthe space of piecewise smooth functionsx : | — R"havingitsfirst, second and third order

derivativesx’, x", x'" respectively having norm [[x|| = [IX||, + IDx||, + ID3x]|_+ [[D3X]|,, wherethe differentiation
operator D isgivenby

t
o =Dx < x(t) = jm(S)dS ThusD =% except at discontinuities.
We denotethe set of feasible solutions of the problem (VP) by K ) i.e,

Kp:{x eX

Thefollowing conventionfor inequaitiesfor vectorsin R givenin Mangasarian [4] will beused throughout the
development of thetheory.

x(a) = x(b) =0, o(t,x',x",x"")<0, tel
x'"(@=x"(b)=0, h(t,x,x",x",x"")=0, tel

Ifx,yeRthen Xx>y<x2>y,i=12 .n
XZy< X2y andx=y
X>yeXx>y,i=1,2,3,..n

2.1 Définition :

A feasiblesolution of theproblem (VP)i.e, X € Kpissaidto be Pareto minimumif thereexistsnoy € K such
thet

Ufi(t,x,x’ X" ,x"')dt,....,pr(t,x,x',x” X! ")dt)
| |

S“f‘(t,wﬁy",y”')Olt,----’ff"(t,y,y',y" Y ")dtJ
| |

Pareto maximality can bedefined in thesameway except that theinequality inthe abovedefinitionisreversed.

Inthe subsequent analysisthefollowing result playsasignificant role.
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2.1.1PROPOSITION : Suppose’ >0, L € RPsuchthat it satisfiestheprimal condition (P,). Lety(t) € K,
bean optimal solution of the problem.

. ; T ARV ARV
(P): XI(\t/)IlQp_!.k f(t,x,x',x",x"")dt
Theny (t) isan optimal solution of (MP) inthe Pareto sense.

Proof : Assumey(t) isnot aPareto optimal of (MP). Thenthereexistsanx (t) e K ) such that

If'(t,x,x',x",x"')dt s_[fi(t,y,y’,y",y”')dt,i =12,...p.
| |

Jf'(t,x,x’,x”,x’”)dt <jfj(t,y,y’,y”,y"')dt,i £].

| |

Hence_[?Jf (t,x,x",x", X" ")dt <_[ AE(ty,y',y",y"")dt.
| |

Thiscontradictsthe assumption that y(t) isan optima solution.

Inthefollowing sections someduality results (two typesof dua sto VP) will beestablished.
3. MOND-WEIRTYPEMULTIOBJECTIVEDUALITY

Consider thefollowing Mond-Weir [ 2] dud to (VP)

(M-WD) : Maximize

(J'fi(t,u,u',u",u"’)dt,....,pr(t,u,u’,u",u”')dt,j
| |

Subject to
u(@=u(b)=0 5)
u@=u()=0 (6)

AT (tu, U, ur, u™) +5(0)g (L u, U, u, u) +r (HTh (G u Ut u)
DT, (tu,u, U, u")+8()7 g, (tu, U, un, u") +r (O7Th, (4 u,u, Ut u")
+D?(ATE, (tu, U, u", u") + () g, (tu, U, u”, u”) +r (H)Th, (tu, U, U, u)

_ DS(}\’T fum (t, u, U’, U”, um) + S(t)T gum (t, u, U’, U”, um) +r (t)T huw(t, u, U’, urr, um)) - O (7)
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[(r®Tottu v u )+t uw U ))=0  (g)

|
A>0, AeR, gt)>0, tel 9
Let K, betheset of thefeasible solutions of (M-WD).

3.1 THEOREM : Suppose

(A) Y €K,

(A):(hus(®),r(t) eK

(A): [ATf(t,...)dt ispseudo-convex
(A): J{s(t)Tg(t, L)+ (1) Th(t,.,.) jdt isquasiconvex.

Then _[ ATE (X, X", X", x" " )dt zj ATE(t,u, U, u” Ut )dt
1 1

ISSN: 208-2662

Proof : Sinces(t)>0,t e I,g(t, x,x’,x",x")<0,t e land h (t, x, X', X", x"") <0, t € |, we have

I(s(t)Tg(t,x,x’ XX+ () Th(t X, X, X", X" 1)) dt<0  (10)

1

Combiningthiswith (8) we, have

J(sO gt x, X7, X", x" )+ r(©) Th(t,x, X', X", X)) ot
1

< J(s(t)Tg(t, u,u',u”,u” )+ () h(t,u,u,ur,ut))

By thehypothesis(A ), thisyields

0> J.[(X— U)T(S(t)Tgu (t, u, u’ ’ u”’ ’ u” !))+ r(t)T hu(t, u, u' ’ u” ,U” /)) n

(x'=u")T(s(t) g, (t,u,u,u”,u" )+ () hy (tu,u,u”,un ) +

(x"=u")T(s(t) g, (t,u, U, u” U ) + r(t)Thu,,(t,u,u’,u",u”’))] dt

Volume-2 | Issue-7 | July,2016



|\

GREEN

PUBLICATION

International Journal For Research In Mathematics And Statistics

By using integration by parts, we get
J(x— u)"(s(t)"g, (t,u,u,u” U ) +r(t) Thy(tu,u,ur,ur))dt+
1

(x—u)"(s(t) g, (t,u,u,u”,u" ) +r(t) Thy (tu,u,u” U '))Eib -
J(x —u)"D(s(t) g, (t,u,u,u”,u" ) +r(t)hy (tu,u,u” U ))dt+
1

t=
t=a

(x'=u")T(s(t) g, (t,u,u,u”,u" ) + () hy (tu,u,u”,ur ) ’

(x'=u")"D(s(t) " g, (t,u,u’,u” U ) +r(t) Thy (tu,u,u”,u""))
- J(x— u)T[(s(t)Tgu(t, uu, U, ur )+t hy(tuu,uur))
1

~D(s(t)"g, (t,u,u’,u”,u" ") +r(t) h, (t,u,u,u”,u" '))]dt

= (x—u)"D((t) g, (t,u,u,u”,u" ") +r(t) Thy (tu,u,u”,ur )+

ISSN: 208-2662

I(x —u)"D?((t) g, (t,u,u U, u" ) +r(t)Thy, (tu,ur,u”,u ) dt (by integration by parts)

1

Using (7) weget

0< j(x— u)T{ATf, (tu,u,u Ut ) = DATE (tu, Ut ur ) + DPATEL (G u,ur, ot ut ) dt
1

0< f{(x— u)"ATE (U, U ) + (- (G uun,ur,ur )} dt—
1

TAT TS | N
(x—u) Af, (Luu,u”,u"))

t=b
(X'—u)"ATf . (t,u, U, u” U ) .

Volume-2 | Issue-7 | July,2016
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= J{(X— U)Tfou(t’ u, u’ ,UH ’ u” !) + (X!_u;)T D}\,Tfun(t, u, u’ ’ u” ’ u” !)dt +

1
(x"—u")"DAf . (t,u,u’,u”,u"")dt >0

Thus using by integration by parts, the boundary conditions, and by using A, we get

fka(t,x,x’,x”,x”’)dtz_[ka(t,u,ur,un,un,)dt
1

1

3.1.1 Theorem : Assume

B):y(®eK,

(B, : (A.u (1),s(t).r (1) eK,

B,): j(y(t)Tg(t,..,..)+ r()"h(t,..,..))dt isquasi-covex

(B,): j}Jf (t,..,..) dt ispseudo convex

(B): {XTf(t,y,y',y" y" )t ={XTf(t,G,ﬂ’,ﬂ” u)

Theny (t) isan optimal solution of (VP) and (&, u(t),s(t),r(t)) isan optimal solution of the problem
(M-WD).

Proof :

Assumethat y (t) isnot Pareto-optimal of (VP). Thenthereexistanx (t) € K, such that

'[f‘(t,x,x',x",x”’)dtsjf‘(t,y,y’,y”,y"')dtfordli

1 1

and'[fj(t,x,x’,x”,x'”)dtsjfj(t,y,y',y",y"’)dt forsomej, 1<j<p.
1 1

Since ) > 0, thisimplies,

J.XT(t,x,x’,x”,x"’) dt<J.XT(t,y,y’,y”,y"')dt
1 1
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By hypothesis(B,), thisinequality implies,

J.XT(t,x,x',x" X" dt <JXT(t,G,G',G" ,G"')dt

1 1

Thiscontradictsthecondusion of 3.1 Theorem thusestablishing thePareto optimdity of y(t) for (VP). Smilarly
we can show that (1, u(t), s(t), r(t)) isPareto optimal for (M-WD).

3.1.2Theorem : Assume,

BY:y® ek,

(B, : (R, u(t),s(t),r(t))eK,

By : [(Y®To(t,....) + ()T h(t,..,..)) isconvex;

(B): I?Jf (t,...,..)dt isquasicovex.
1

(Bg) : [ATF(t,y,y",y",y" )t =[ AT (t,u,ur,u",u"")dt
1 1

Theny (t) = u(t),t l.
Proof : Proof issimilarto 3.1.1.
4. WOLFETYPEMULTIOBJECTIVEDUALITY

Toegtablishdudlity resultssimilar tothe proceding onesbut under different convexity and generdized convexity
assumption weformulatethefollowing Wolfetypedua tothe problem (P,) stated inthe 2.1.1 Proposition.

Weassumethat 2. isknownand 2 > 0.

(WCD,) : Maximize:

J(XTf (t, %, X", X", X" ") +s(t) "g(t,x,x", X", x" ") + r(t) "h(t,x,x",x" ,x" ’)) dt

1
Subject to

x(@=0=x(b),x'(a) =0=x'(b) (11)
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AT (tu,u, U Ut )+ () g, (tu,u,ut,u )+ r(t)Thy (tu,u’,u”,ut )
—D(ATf, (t,u,u, U, u" )+ () "g, (tu,u,u u” ) + () Thy (tu,ur,ut,ut )
+D?(ATF, (tu,u,u”, u ) + (1) g, (L u,ur,ur Ut ) + () Thy (tuu,u”,ur )

—D¥(ATF L (tuu,u U ) +5(H) g, (tu,u,ur Ut ) +r(t) Thy. (tu,u,u” U7 )) = 0(12)

andA>0,L e R, 5(t)>0,t e | (13)
Inthefollowing L ) representsthe set of feasiblesolutionsof (P, ) and L | theset of feasible sol ution of (WCD, ).

4.1Theorem : Assume
H)y T L= (u(®),s).r)eL,

(H J7 (600 200 [ 507000 + 1) () e OMVEX
Then,

IXTf(t,x,x’,x”,x"')dt EJ.XTf(t,u,u’,u”,u"’)+s(t)Tg(t,u, uu” U )+ () Th(t,u,u,u” Ut
1 1
Proof : By the convexity of _[XTf(t,--,--)dt,Wehave
1
el AT TAT
Jk f(t,x,x’,x”,x"')dtsz f(t,u,u',u”,u”')dt+J[(x—u) AT, (tuu,u”u"’)
1 1 1

—T —T
(X~ "2 (t uur, U )+ (XU TR (G uu ut un )+ (XU ) TR (L uu )

.. (14)

Fromthedua congraints(12), we have,

J(x— u)T[(kau(t, u,u’,u”,u" )+ () g, (tu,u,u,ur ) +r(t)Thy (tu o ut,urt))
1

=D (ATF, (t,u,u,u”, U™ +(H)7g, (tu, U, U, u) +r()Th (t u, U, Ut u)
+D2(ATE, (L u, U, U, u) +S(1)Tg, (tu, U Ut u) + 1 () Thy (8 u, U, U, ut)

-D3(ATf, (t,u, U, u", u") +S(H)7g,, (L u, U, U, u") 1 (D)7h, (U, U, U7, u'™))]dt=0

Volume-2 | Issue-7 | July,2016 9
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This, by integrating by partsand using the boundary conditionsasearlier, implies

J(x— u) [, (L uu U, ur ) + (1) g, (tu, U utur)
1

+r(t) h,(tu,u U, u" )+ (x-u) T (AL (L u U, utut )
+5(t)"g, (t,u,u,u”,u" ") +r(t)"h, (t,u,u’,u”,u"") +

(x"—u") (A'f, (t,u,u,u”,u” ") +S(t) g, (tu,u u” u” ) +r(t) Thy (tu, ', u”, u” )] dt

Usingthisin(14) wehave

{XTf (t, %, x", X", x" " )t 2'[XTf (t,u,u’,u”,u" ")t
—I (x=u)"((t) g, (t,u,u,u”,u"")+r(t) h,(t,u,u,u”,u""))
1
+_[ (x'=u)" (1) g, (t,u,u,u”,u" ") +r(t) h, (t,u,u,u",u""))
1
+_[ (X"—u")"((t) " g,. (t,u, U, u” U ") +r(t)Thy (tu,u,u”,ur’))
1

+J (XH "—u" !)T(dt)Tgum (t, u, u’ ’ u” , u” I) + r(t)T hu/rr (t, u, u’ , u” ’ u”’ ))] dt
By hypothesis(H.,), thisimplies

JXTf(t,x,x' X" X" )dt > J.XTf(t,u, u,u”,ur )t
1 1

+[ (s g(t,u,u U, u )+ r()Th(t,u, U ur)) d

1

(0TG- () R 7))

1

Volume-2 | Issue-7 | July,2016
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Since X € Lp,thisimplies
J?Jf (t,x,x', X" ,x"")dt > J(?Jf (t,u,u’,u”,u"" )+ () g(t,u,u U, u" ) +r(t) Tg(t,u,u’,u”,u")) dt
1 1

Thefollowing theorem givesasituationinwhich aPareto optima solution of (VP) exists

4.1.1 Theorem : Suppose

(F):y(t) e L (u(t),s(t),r(t)) eLo;

(F,):

[ (% x ) x e =20 (g u, 0, U ur )+ () gt u W u,u )+ r()Th(tuw, u, u ) dt
1 1

Theny(t) and (é(t),F(t),G(t)) areoptimal solutionsof (P,) and (WCD,). Hencey(t) is a Pareto optimal
solution of (VP).

Proof : Supposey(t) doesnot minimize (P), thenthereexists, y(t) e L, suchthat
[ty .y .y @Oy (O)de <[ (t,x, ¥, X", X" )t
1 1

:j(ff(t,u,a',ﬁ" 7)) gt uu,u Ut )+ () Th(t u o, u,ur ) dt
1

Thiscontradictstheconclusion of 4.1. Theorem Hencey(t) minimizes(P, ).

Wecansimilarly provethat ((t), r(t), u(t)) maximizes(WCD,) andy(t) isPareto optimal solution of (VP),
followsfrom proposition 2.1.

4.1.2 Theorem : Assume

(D) (1) eLyi(s.r (.U () el

Volume-2 | Issue-7 | July,2016 11
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(3) J.(XTf (t,y,)_/' ,9” ,;’H ’)dt :J (XTf (t1a’a' ’a" 1a” ’)+dt)Tg(t’a1ar’au au r)
1 1
+r(t)"h(t,u,u’,u”,u"))dt
Then [ ()7 g(t.x.X' X" X" ")t =0,t el
|

Proof : By hypothesis(2) and (3), we have

[ty yry dt=[ (U ur ur )+ (0T g(t u e, u,u ) + R h(Luw u u ) dt
1 1

<[ty y )+ SOy Yy Ly ) IO h(Ly.y "y ) dt
1

—I[(y—ﬁ)T(ffu(t,G,G',G",G"')+'s(t)Tgu(t,G,G',G",G"')+F(t)Thu(t,G,G', )+
1

(v=) (X, (60,0 U, 0+ 50T, (LUU, 0,07 ) + T, (LU W, 07,0 ))+
(T A TR T AT P O (STRVORTET) Wz YO (ATRTORTRT))

e T AT - T AT » T P "o
+(y -u )(x o (t,uu,u”,u"")+9t) g, (t,u,u,u”,u”"")+r() h, (t,uu,u",u ))} dt

i _ _
f(tLy,y Yy, y" )+t glt,y,y,y",y" ") +r(t)Th(t,y,y’,y",y"")) dt

Volume-2 | Issue-7 | July,2016

12



L\

GREEN

PUBLICATION

International Journal For Research In Mathematics And Statistics ISSN: 208-2662

[ty y .y )+ gty y" Y ) + 1) hty.y Yy ) -
1

t=b

(y-u) (x f (tuu,u",u")+(t) g, (t,uu ,G”,G"')+F(t)Thu,(t,G,ﬂ’,G”,U”’))

t=a

—j[(y— U)"D(A Fy (6, U, WU, 0 )+ (1) g, (6,0, U, U )+ 1) Thy (L, ur,ur ) dt

1

_ _ - _ - _ - t=b
+(y’—u’)T(kau,, (t,u,u,u”,u"")+s(t) g, (t,u,u,u”,u" ") +r(t) h, (tu,u ,u”,u” ))
t=a
—j[(y'—a')TDZ(XTfu,,(t,G,G U U )+ () Tg, (Lu o, u, u ) +r(t)Thy (tu,u’, u” G"')) dt

1
Hy"=U) (A (L0, U7 U )+ ()G, (60U, U7, U7 )+ 1) hy (LU u ) dt

Hy"'—u"") (kf (tu,u,unu" ) + ()T g, (L u, s, ut,ut ) + () Thy (8 u,u’, u” ,G"'))} ot
Integrating by parts,

_T - -_—
JO .y yy )+ gty.y y Y )+ )T h(ty,y'y",y" ") d+
1

j[(y u) (x (6, U, U, U7, U ) + ()T g, (LU u U, U ) + () Thy (Lu,uur,u ) ) -

(y—G)TD(XTfu,(t,G,G' U U )+ () Tg, (tuw,ut ) +r(t) Thy (tuu, ut, o ”))]dt—

(y-u)" D(XTfu,, tu,u,u,u")+(t)7g, (tu,u,u”,u")+r(t) h, (tu,u’ o, "))

+ [(y-ﬁ)TDZ(XTfU,, (t,u,u,u”,u ") +s(t)Tg, (tu,u,u”,u ") +r(t)Thy, (tu,u,u”,u ")) dt
1

(Using boundary conditionsand integrating by parts)

Volume-2 | Issue-7 | July,2016
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= ![(ff(t,y,y’ YY) S gty LYy )+ Thty,y' Ly Ly ) dt+
j[(y-ﬁ)T(XTfu(t,G,G' U7+ (D)0, (6 U, U, U )+ 1) Th, (G un)) -
1
D(X'f, (t,u,u', u", ") + (1) g, (£, 0,07, ", u"") + 1) hy (t,u,u', u", U ))} dt—
D?(1f (6, U, U, U U ") + (1) g, (L, U, W U7 U7 ) +1() Ty, (8,0, U U7, U ))} dt
= !(XTf(t,y,y' YY) SO Y.Y YY) TOTREY.Y YY) d (Using(13)
Thisimplies [ ((t)Ta(t.y,y",y".y" ") +r(®)Th(t,y,y",y",y"")) dt >0 (15)
|

But S(t) > 0,0(t,y.y".y".y"")<Oand h(t,y,y’,y",y"")dt = 0, t & | yield
JsOTgtyy y"y )+ hty,y'y" ")) dt<0 (16)

1

From (15) and (16), we have

J(sTgtty.y . y" .y ) +r@®Th(ty,y'y".y'")) dt=0

1

This, becauseof h(t,y,y',y",y"") =0, t < I gives | () T(t.y,y',y" .y ") dt =0
|

This, together with S(t) Tg(t,y,y’,y",y'") < 0,t el implies

W gty,y,y",y ") =0tel

4.1.3 Theorem : Suppose

(D) (7,7 u() eLp and u(t) eL,

@ (3079t u. U, 0, u")) =0t <!

Volume-2 | Issue-7 | July,2016 14
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Then G(t) isan optimal solution of (P,) and hence of (VP).

Proof : If ﬂ(t) is only feasible solution of (P,), then there is nothing to prove so, assume that y(t) is

another feasible solution of (P,). Then by hypothesis (1) and (3), we have

[Xlttyy yry dez [ 30 (L uur ur ) o

1 1

j[(y—ﬁ)T(XTfu (t,u,u’,u",u" )+ (y'—u) (A f, (L u,ur,ut,u)
1

"r‘(y”_a" )T(XTfu, (t,a,a' ’au ’au ' )) + (yu !_au ¢)T(XTfu’ (t,a,a' ’an ’au I)):| dt
Now integrating by parts, we have,

[R'tuwur uryde- [Ty - wa'f, (L, ur,ur) de
1 1

t

_(y_a)T(XTfu(t,a’af L ')) - —J(X— u)'D (;;Tfu, (t,u, u, u”, u ))} dt
a9

t

N FOT AT A (R (TR I

t=a 1

Hy'-u) (A (Luw ur ur))
_ { (LU UL U ) dt+ { (y-0)"D(A (tuw ur,ur ) et +{ (y—u)T D((XTfu,, CATRTIRTRTE ))) dt
+.[ (y"-u")’ D(XTfu,, (t,u,u’,u”,u" ')) dt. (Using boundary conditions (11))

J;XTf(t,G,ﬁ’ L ')dt+J1.(y—G)T[XTf(t,G,G' u,u)=D(A f, (Luw,ur,ur))

- O )+ O 00 1) a
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= | (ATf (t,u,u’,u”,u” "))t
I )

~[(y-uT[st) g, (tu,u,ur,u

cl
\_/
+
=
/'\
~+
\/
:
/'\
CI
cl
CI
CI
\_)

~D(s(t) g, (tu,u,u",u" )+ r(t) Thy (tu,u,u”,u"))
+D*((t) g, (LU, U, u” U ) + () hy (tu,uur,ur )
~D*(s(t) g, (t,u, U, u” U ) + 1) hy. (tuu’,u”,u))
Thus, by integrating by parts and using boundary conditions, as earlier, we get
o __
:Jk f(t,u,u’,u”,u”
|

dt—[[(y- u (s g, (tu,uu”u" ) + (O hy(Lu,u u” u"))

|
+y'-u)"(s() g, (tu,u,u”,u )+ () hy (tuu,u,u))
+y"-u") () gy (tu, U, u”,u" ) + () hy (tu,u, U, u))
" =U )T (S0 g, (6, U0, U7 U7 ) + (0O Thy (U, W, U7 U dt
> [(AT(tu,u,u,ur ) de[[s() gt uu u )] e +r() Th(t u,u o e
| |

~[[sTgtt,uu,ur ur ) + ) Thet u, o |t

T AT AT
> [(AT(t,u,ur,u",u")) ot (Using hypothesis (A.,) and (A,) and x < L)
|

Thisimpliesthat u minimizes jXTf(t,y,y’ y".y"')dt over L.
|

Remark : In4.1.3 Theorem, we assumethat apart of feasible solution of (WCD., ) isafeasible solution

of (P,). Itisanatural question if there is any set of appropriate conditions under which this assumption is
true. The following theorem gives one such set of conditions.
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4.1.4 Theorem : Assume
(D)x (0 e L and ()T, r(t)",u(t)) eL,
(2 g (t,..,...) and h (t,,,,) aredifferentia convex functions.

(3) J.(g(t,u, ur’uu ' u” !) + h(t,u, u’ , u" ,U” r))dt =0
I

T T o e ’ T T o e
(4) (x=u)"g,(t,u,u,u”,u"")+(x'-u') g, (t,uu,u”,u"")+
(X”—UH)Tgun (t’a1ar,an’an!)+(xu '—U”’)Tgu,,,(t,a,a',a",a”’)T ZO,t cl
(5) (x— )y (6,0, 0 0" )+ () (40,007 0 )
+(Xu_uu )T hu,,(t,a,a’ ’au ’an !) + (Xn !_uu 1)T hu,,,(t,L_J,a' ’au ,an !) > O,t e I

Thenu e L,
Proof : By convexity of g (t,.,..) and h (t,.,...), we have
gt x, X', x", x") =gt u u,u", u") + (x-u)g,tuu,u,u")
+ (X" =Uu)Tg,(t, u, U, u", u") + (X" —u")Tg,(t,u, U, u", u")
+ (X" =u")'g,.(tu u,u",u") =0 ...(17)
h(t, x, X', X", x"") = h (t,u, u', u”, u") + (X =u)"h (t, u, u, u", u")
+ (X' =Uu)Th,(t,uu,u", u")+ (X" -u")h (tu u,u",u")
+ (X" =u")h,(tuu,u,u") =0 ....(18)

Using (13) and (14) together with the hypothesis (1), (2) and (3), we have

gt,u, U, u",u") <0, tel (19)
and
h(t,u, u,u",u")<0,t el (20)

By (15) and (16), we have

g(t,u, u, v, u"”) +h(t,u, U, u",U") <0, tel (21)
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The hypotheses (2) with (17) implies

g(t,u, u, v, u"”) +h(t,u, U, u",u") =0, t el (22)
Butg (t, u, U, u”,u"”) <0,t € I. Hence by (22) we have
h(t,u, u,u",u”)>0,t el (23)
The inequalities (20) and (21) imply

h(t,u, U, u”,u")=0,t el (24)
The relations (19) and (24) imply that u L.

5. VARIATIONAL PROBLEMSWITH NATURAL BOUNDARY VALUES.

It is possible to construct variational problemswith natural boundary values rather than the problems
with fixed end points considered in the preceding sections. The problems of section 2 can be formulated as
follows:

(VP), : maximize [J.f’(t,x,x' XX ’)dt,....,Jf’(t,x,x’ X" X ’)dt]
| |

Subject to
o(t, x, X', X", x") <0, t e

h(t, x, X', X", x")=0,t e |

(M -WD),, : Maximize Uf'(t,u,w,u",u"')dt,....,jf'(t,u, u',u”,u”’)dtj
| |

ATf (L u U, U, u) +8(t) g, (G u, U, U, u) + ) Th(t u, o, U, u)
=D (AT (t,u, U, U, u") +S(t)7g, (L ou, U, U, u) +r()Th (L u, U, Ut u')
+D?(ATf (L u, U, U7, u) + S(1)Tg, (tu, U, U, u) +r()Th (L u, U, Ut u)

-D3(\Tf (L u U, un, u) +s(H)Tg,, (tu, U, un, u) +r(t)Th (L u U, U, u) =0
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J(s(t)Tg(t,u, uLu Ut ) +r(t)Thit,u,u,u”,u")) dt= 0,0 > 0,5(t) >0t el

|

AT u U, ur, U +5()Tg (G u U Ut u) () Th (G u, U Ut u) =0, t=a t=Db

AT u U, u) +5()Tg (L u U Ut u) +r()Th (L u, U, U, u) =0, t=at=Db

AL u U, u, u) +5()7g, (L u U, U, u) +r()h (L u U, U, u)=0,t=a,t=b

The above conditions are popularly known as natural boundary conditionsin calculus of variation.

Theorem of the section 3 for (VP),, and (M — WD), can easily be proved in view of earlier analysisin
this research. The problems of the section 4 can be written with natural boundary values as follows :

Forgiven0<A <R"

(P), : Minimize [ A7 (t,x,x",x",x"") d
|

Subject to
g, x, X', X", x") <0, t el

h(t x, x,x",x")=0,tel

(WCD,),: Maximize'[(ﬂf (t,u,u’,u”,u"" ) +S(t) g(t,u, U, u”,u” )+ r()Th(t,u,u’,u”,u"")
|

(}\‘Tfu(t’ U, U', U”, um)) + S(t)gu(t, U, U', U”, um) + r(t)T(t, U, U’, U", um)

=D (ATF (t, u, U, u”, u™) + s(t)'g, (L, u, U, u”, u) +r()Th (L u, U, U, u)

+D? (ATf(t, u, U, u”, u™)) + S()7g,(t, u, U, U’ u") +r(t)Th (L u, U, U, U

-D3* (AT, (t, u, U, U, u") +8()7g,.(t u, U, U, u") +r(t)Th, (L u, U, U, u") =0
ATt u U, U, u) + S()Tg, (L u, U, u, u) +r()7h (G u, U U, u) =0, t=a,t=b
AT (L U, U, U, u) + S(0)7g, (8 u, U, U, u) +r()Th (L u, U, U, u") =0, t=a t=Db
AT (G u U, U, Uy + 5(t)Tg (L u, U Ut u) +r()Th (G u U, U, u") =0, t=a,t=b

A>0,5(t)>0,tel
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CONCLUSION :

Variational Problems with natural boundary values rather than the problems with fixed end points are
considered in different theorems. The resultsin this paper are generalization of those which are presented by
I. Hussain, B. Ahmad and Z. Jabeen in the paper on Multiobjective Duality for variationa problems. In this
paper duality relationship between primal and its various duals are established.
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